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Motivation
With deep learning becoming very popular among Large Hadron Co-
llider (LHC) experiments, it is expected that speeding up the neural
network training and optimization will soon be an issue. To this
purpose, we are developing a dedicated tool at the Compact Muon
Solenoid (CMS) collaboration, namely, the Neural Network Learning
and Optimization library (NNLO). NNLO aims to support both
widely known deep learning frameworks Tensorflow and PyTorch.
It should help engineers and scientists to easier scale neural network
training and hyperparameter optimization. Compared to manual
distributed training, NNLO facilitates the transition from a single to
multiple GPUs without losing performance.

Architecture of NNLO
Shown below is the high-level software architecture of the NNLO.
Some of the features are already developed and tested, some of them
are in the development phase. The idea is to support distributed
training using one or more nodes with one or more GPUs each, using
one of the two frameworks TensorFlow or PyTorch. As well as an
hyperparameter optimization and model compression.

Training API for NNLO
The training API is primarily built on 3 main classes, namely, the
distribution strategy class which defines all the details of the distri-
bution such as number of nodes, and number of GPUs. Then comes
our driver class which carries all the specifications we need to start
training, including the distribution strategy. Finally, the runner class
which is completely responsible for running the training as specified
by the driver and the distribution strategy.

Usability across different platforms
One of our main pillars to define the success of our library is scala-
bility and compatibility. Consequently, as part of developing NNLO,
we made sure to support different working environments for pra-
ctitioners, currently, NNLO can be used on local machines, and on
machines accessible through SSH. Moreover, we are developing

exporters which will help users to easier switch from local resources
to cloud or HPC sites.

NNLO makes training code more compact
How the code looks like without using NNLO:

How the code gets simplified when using NNLO:

Future work
Two primary goals we want to achieve in the future are to extend the
NNLO library to support hyperparameter optimization and model
compression. The idea is to integrate some of the well-known hype-
rparameter optimization frameworks, in order to use them seamle-
ssly alongside NNLO library. Model compression can be achieved
through different methods, and the future work on the library will
be focused on some of them: quantization, pruning, knowledge di-
stillation.
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